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Abstract

In this study, a low-cost, rapid and qualitative evaluation procedure is presented
using dynamic pattern recognition analysis to assess liquefaction potential which is
useful in the planning, zoning, general hazard assessment, and delineation of areas.
Dynamic pattern recognition using neural networks is generally considered to be an
effective tool for assessing of hazard potential on the basis of established criteria. In
this paper, the classification operation, in which an input pattern is passed to the
network and the network produces a representative class as output, is considered for
evaluation of liquefaction hazard potential. The application of Multilayer Artificial
Neural Network for the prediction of liquefaction was examined in the northwest of
Iran (Gilan Plain). The study area suffered a catastrophic earthquake in June 1990 and
most of the damage to lifeline facilities and structures in urban areas was brought
about by liquefaction phenomena. The simulated results by multilayer artificial
neural network in this study revealed the high capability of this method to predict the
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liquefaction potential of soils.

Introduction _
A major cause of earthquake damage in soft g;ound
is liquefaction. During the 1964 Niigata earthquake [1],
1964 Alaska earthquake [2], 1977 Varancea earthquake
[31, 1983 Nihonkai-chubu earthquake [4], 1989 Loma
prieta earthquake [S], 1990 Iran-Manjil earthquake [6]
etc., with various magnitude, major damage was caused

Keywords: Hazard rate; Liquefaction potential; Multilayer
artificial neural network; Prediction
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by liquefaction phenomenon. The geotechnical aspects
of liquefaction during the past earthquakes were mostly:
large and differential settlement, tilting and collapse of
structures, sand volcanoes and sand boiling, floating up
of wooden piles and light weight foundation structures,
landslides, and damage to buried pipelines, roads, plowed
fields, dikes of rivers, and other lifeline facilities.
Various procedures have been developed for
liquefaction potential assessment-of saturated soils such
as methods using SPT N-value and/or relative density
and mean particle size of soil grains [4,7,8,9]. Based on
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these procedures, several techniques have been proposed
for the microzonation of liquefaction hazard, such as the
technique of compiling two constituent maps (ground
failure susceptibility map and ground failure opportunity
map) as presented by Youd [10] and Elton [11};
~ liquefaction severity index mapping, Youd [12]; and
probabilistic liquefaction potential mapping as presented

by Kavazanjian [13], which are compilations of both. .

ground failure susceptibility and ground failure
opportunity maps, or only one of those.

The proposed method in this paper can snmultaneously
consider both opportunity and the ground’s susceptibility
toliquefaction, on the available information, and simulate
the ground's liquefaction potential, a method useful for
regional and areal scale applications.

Liquefaction Evaluation Criteria
Factors Influencing the Liquefaction Potential of
Seils

Based on acomprehensive review of the literature on
the subject, past observations, and a field study in the
northwestern part of Iran where more than ten slope
failures and liquefaction phenomena occurred as aresult
of the 1990 Iran-Manjil earthquake, heavy rainfall and
human activities, the most important factors in

liquefaction phénomena are the geological,
seismic "and geotechnical
characteristics of the ground. Evaluation criteria for

geomorphological,

liquefaction hazard will be presented here. Because the
criteria were established on the basic characteristics of
 the hazards, and the most significant properties of past
observations in the world were considered in their
- selection, they will, no doubt, find global application.

As the liquefaction potential of any soil deposit is

affected by the soil properties, environmental factors,
and characteristics of the earthquake {8], among the

many factors which may have some influence on the -

liquefaction potential of soils, the following eight items
are selected fromacomprehensive review of the literature
- onthesubject, pastexperience, and engineering judgment,
" etc..

1. Geological characteristics of site
© 2.-Geomorphological characteristics of site
3. Relative site amplification
4. Intensity increments
5. Sandy layer thickness
- 6. Water table level
7. Surface layer thickness
8. Type of soil

~Each item has five to 29 factors. A total of eight
factors were adopted for evaluation of liquefaction
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potential in each mesh or point by using geological and
topographical maps, seismic characteristics by
considering the geological aspects of the area, and
geotechnical features of the area.

The considered criteria are defined for those
earthquakes which had aminimum magnitude of 5.2 and
which induced liquefaction in the world, on the basis of

‘acomprehensive review of published papers on reported
earthquakes in various countries.

Geological and Geomorphological Criteria
Geological and geomorphological factors directly or
indirectly influence geotechnical properties that control
the liquefaction susceptibility of sediments. Thus, the
correlation between past liquefaction occurrence with

~ geological and geomorphological parameters is the best

way of clarifying the reliability of these factors in the
prediction of liquefaction.

. The geological criteria were established on the
susceptibility of geological units to liquefaction given by
Youd [10]. According to the geological criteria, the
susceptibility of sediments to liquefaction is determined
by considering their age. In this criterion, the recent
deposits are those which are less than 500 years old. The
selected geological criteria are given in Table 1.

Table 2 shows the liquefaction susceptibility chart of
geomorphological setting for characterizing the
liguefaction potential, given by Wakamatsu [14]. These
criteria, which have been made based on the site specific
correlation between past liquefaction occurrences and -
geologic and geomorphological settings, can-be used to

- identify the liquefaction potential of sediments.

Seismicity Criteria

 Thecharacteristics of earthquake ground motions are
affected by several factors such as source, path and site
effects, but it has been pointed out that variation of site
effects is very large. Although the attenuation relations

- give the ground motion intensity on reference ground,

observations during past earthquakes have suggested
that variations in the intensity of shaking are significantly

~ dependent on local site conditions. For evaluation of

liquefaction opportunity, the main factors are sources
and attenuation of earthquakes.

Butrecognitionof source distribution and attenuation
characteristics of earthquakes, especially in areas covered
by thick sediments, isdifficult. Thus, the seismic intensity
increments and relative site amplifications can be
considered as appropriate surrogate measures suitable
for liquefaction hazard evaluation.

The empirical correlations between the surface
geology and seismic intensity increments have been
established by many investigators, among them
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Medvedev [15], Evernden [16], Kagami [17], and
Astroza [18], are based on observations during
earthquakes in Central Asia, California, Japan, and Chile,
respectively. The Medvedev criteria are used in this
study and are shown in Table 3.

Another seismic criterion is presented in terms of
relative site ‘amplifications which were proposed by
Borcherdt [19] to evaluate the effects of site geology by
measuring generated ground motions during nuclear
explosions at sites with various geological conditions
and by calculating the spectral amplifications of the
motions with respect to those at granite rock. They found
a strong correlation between surface geology and the
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average horizontal spectral amplification which is the
average of the spectral amplification in the frequency
range of 0.5 to 2.5 Hz.

The selected criteria give the values of the relative
amplifications for different soils, which were proposed
by Shima [20], based on the analytical calculation of
seismic response of ground. This is the ratio of the
maximum value of ground response in the frequency
range of 0.1 to 10 Hz, with respect to thatat loam ground.
These criteria are illustrated in Table 4.

Geotechnical Criteria :
The geotechnical criteria consist of thickness of

Table 1. Susceptibility of geological items to liquefaction (after Youd and Perkins, 1987)

Geological category Susceptibility of sediments considering their age
(Type of deposits) Recent Holocene Pleistocene  Pre-Pleistocene
River channel A B D E
Delta A B D E
Uncompacted fill A - - -
Flood plain B C D E
Delta and fan delta B C D E
Lacustrine and playa B C D E
Colluvium B C D E
Dunes B C D E
Loess B B B E
Tephra B B E E
Sebka B C D E
Estuarine B C D E
Beach low wave energy B C D E
Lagoonal B C D E
Foreshore B C D E
Alluvial fan and plain C D D E
Marine terraces and plains C D E E
Beach high wave energy C D E E
Talus D D E E
Glacial till D D D E
Tuff D D D E
Residual soils D D E E
Compacted fill D - - -
Others E E E E

A = Very high liquefaction susceptibility; B = High liquefaction susceptibility; C = Moderate
liquefaction susceptibility; D=Low liquefaction susceptibility; E=Very low liquefaction susceptibility
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sandy layers, water table, surface layer’s thickness, and
type of soils. These criteriaare given in Table 5 and were
- established based on past observations of liquefied and

Table2. Susceptibility of geomorphologicalitems toliquefaction
(after Japan Working Group, 1992).
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Susceptibility of units
to liquefaction

Geombiphological units

Natural levee (edge)

Abandoned river channel

Former pond

Dry river bed consisting of sandy soils
Sand dune (fower slope of sand dune}
Artificial beach

Interlevee low land

Reclaimed land by drainage
Reclaimed land or filled land

Spring

Fill on boundary zone between sand dune

o O i

and low land

Fill adjoining cliff

Fill on marsh swamp

Fill on reclaimed land by drainage
Other type of fill

Alluvial fan with vertical gradient more
than 0.5%

Valley plain consisting of sandy soils
Natural levee (top)

Back marsh

w o B > P

Marsh and swamp

Delta

Sand bar

Beach

Valley plain consisting of gravel or cobble
Alluvial fan with vertical gradient more than 0.5% D

OO W W W W ww

Dry river bed consisting of gravel
Gravel bar

Sand dune (top of sand dune)
Others

m o oo

A = Very high liquefaction susceptibility; B = High liquefaction
susceptibility; C = Moderate liquefaction susceptibility; D =

Low liquefaction susceptibility; E = Very low liquefaction’

susceptibility
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nonliquefied sites during earthquakes.

The likelihood of the occurrence of liquefaction in
sandy layers with a thickness of more than 3 m is
assumed to be very high, while in those with a thickness
of less than 0.5 m the susceptibility to liquefactionis very
low. For water table depths greater than 10 m, the
likelihood of liquefaction in most deposits is very low,
while for those of less than 1 m this likelihood is very
high. Also, the susceptibility of layers of mote than 10 m
in depth to liquefaction is very low, while that of layers
of less than 3 m depth is very high. Since liquefaction is
the most common phenomena during earthquakes in
loose sandy soils, the type and grain size of sandy soils
were considered as effective factors in liquefaction
occurrence. Consequently, the distance between very

Table 3. Intensity increments of ground {(Medvedev, 1962)

Geological units Rating

Granites

Limestone, sandstone and shales
Gypsum and marl

Coarse material ground

Sandy ground

Clayey ground

Fill

Moist ground

Moist fill and soil ground

oW OO0 T Um

A= Veryhigh; B=High; C=Moderate; D=Low; E= Verylow

. Table 4. Relative site amplification of ground (after Shima,

71978y,

Geological units Rating

Peat

Humus
Clay
Loam
Sand

oo 0w ow

Others

A=Veryhigh; B=High; C=Moderate; D=Low; E= Very iow
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high to verj} low likelihood to liquefaction of soil layers
isdividedinto five intervals thatare given by alphabetical
symbols from A to E.

The Structure of Artificial Neural Networks

Neural networks are information processing systems.
In general, neural networks can be thought of as black
boxes, devices that accept inputs and produce outputs. In
order to process information, the neural networks perform
several operations: classification; pattern recognition;
pattern completion; noise removal; optimization; and
control [21-23].

Outputs
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layers: an input layer, Fx, which consists of the PEs
X,X,.X,,....%,; a hidden layer, Fy, which consists of the
PES,,.Y,., -, and an outputlayer, Fz, which consists
of the PEs z,,2,,z,,...z,. The PEs are connected with
weighted connections. In Figure 1 there are weighted

connections from every Fx to every Fy (from input to

hidden layers), and there are weighted connections from
every Fy to every Fz (from hidden to output layers). The
connection weights store the information in the form of
weights matrices (Fig. 1). The value of the connection
weights is determined by the neural network learning
procedure. Then the PEs are the portion of neural networks

4 ) Z z =F
i Via Vi3 P Vv 1p
I Ya Vo Vy o . v 2
Y2
. Va1 Va2 Va3 Va P
Yo Vv
Fy
X Y, Vs y =F
L4 y
Wi W2 wi3 wlp
X1
War Wy  w
: : B W
X2 :
: Wanl Wna We3 .. W,
X n w
Fy

Figure 1. The topology of a three layer neural network [21]

The basic elements of neural networks are processing
elements (PEs) and weighted ‘concentrations. The
collectionof processing elements in neural networks, as
a layer, includes an input layer; one or more hidden
layers; and an output layer. Each processing element in
aneural network collects the values from all of its input
connections, performs a predefined mathematical
operation and produces a single output value [24-25].
Figure 1 depicts a typical neural network with three

that perform all the computing of outputs.

Among the several types of neural networks,
multilayer neural networks are used for pattern
classification, pattern matching and function
approximation. Using continuously differentiable PE
functions, such as Gaussian or sigmoid functions in a
multilayer neural network, the network can learn
practically any nonlinear mapping to any desired degree
of accuracy.
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Learning is the most appealing quality of neural
networks, and determines the values of connection
weights. It is defined as a change in connection weight
values that results in the capture of information that can
be later recalled.

Among several learning procedures, the error
correction learning has the ability to adjust connection
weights to learn nonlinear mapping in multilayer neural
networks.

Error correction learning adjusts the connection
weights between PEs in proportion to the difference
between the desired and computed values of each output
layer PE. The multilayer error correction learning is able
to capture nonlinear mappings between the inputs and
outputs. The most popular technique for learning in
multilayer neural networks is the back-propagation
learning method (BPM). The BPM isa systematic method
for training the multilayer neural network and is one of
the computationally efficient methods for the adjustment
of the weights of a neural network. In such a method, the
partial derivatives of an error criterion with respect to the
weights are in turn adjusted along the negative gradient
to minimize the error function. The structure of the
weights matrices, used to compute the derivatives, is
seen to be identical to that in the original network, while
the input data flow in the opposite direction, justifying
the term of back-propagation whichis depicted in Figure
2.

The stored information must then be retrieved through
a learning procedure for recognition of new input data.
The process of retrieving stored information is called a
recall technique.

Type of Neural Network Used in This Study

The neural network system employed in this study
has three layers which are input, hidden, and output

/,

Back-propagation

AN

H

Forward sighal

Figure 2. The structure of back-propagation learning method
(BPM) [21)
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Hazard rate
as target
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Figure 3. Error correction learning (back-propagation method)
using sigmoid function units

layers. A system network, such as the typical three layer
neural network given in Figure 3, is used successfully in
pattern recognition. F(.) denotes sigmoid function, I is
input pattern, H and O are output of hidden and output
layers, respectively. The elements of W and V are
adjustable weights, where the weights are adjusted to
minimize the error function.

The pattern classification system consists of five
completely distinct classes in which each class is
represented by eight different effective items and each
item has five categories that are numbered from 1 to 5
signifying very high, high, moderate, low, and very low.
These terms express the liquefaction potential of soils on
the basis of geological and geomorphological
characteristics of the site, relative site amplification and
intensity increments of the ground during an earthquake,
and rating scale of geotechnical items for occurrence of
liquefaction given in Tables 1 to 5.

The input window consists of a 16%*16 data matrix
(256 neurons) according to the number of data, in which
the inputs are considered as to the pixels in the binary 0
and 1; the hidden layer has five neurons and the output
layer has five patterns in order to classify five different
classes as a hazard potential. Thus, according to the
numbers of classes, there are five input classes and five
simulating outputs (desired values of output patterns)
corresponding to the five individual classes.
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The input patterns, (I), are selected on the basis of
eight criteria given in Tables 1 to 5. They are identified
inthe formsof 1,11, 111, 1111, and 11111 for symbols
of A, B,C, D, E, and their delimiter is 0. For example the
input pattern of (A, B, B,C, D, E, A, C) will be shown as
a pattern of (1011011011101111011111010111). The
patterns for simulation are illustrated in Table 6. The
simulating outputs are considered as an actual liquefaction
potential of the soils and the desired values (targets) as
being between (.2 to 1.0, as arate of liquefaction potential
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hazard. In this case, output around 1.0 represents very
high liquefaction potential; around 0.8 high liquefaction
potential; around 0.6 moderate liquefaction potential;
around 0.4 low liquefaction potential; and around 0.2
shows a very low liguefaction potential (Table 7). The
result of simulation with 350 learning and 100 iteration,
which is shown in Table 8, reveals that the difference
between actual outputs and desired outputs is very low
for class Nos. 1 and 2, and is O for other classes. The
simulation results suggest that the neural network system

Table 5. Susceptibility of geotechnical items to liquefaction

Thickness of sandy layers (T) Rating Water table (W.T) Rating
T>3m A W.T<im A
2m<T<3m B ImEW. T<3m B
Im<T<2m C 3mEW.T<5m C
0.5m<T<im b SmEW. T<10m D
T<0.5m E W.T<10m E
Thickness of surface layers (T.S) Rating Type of soil Rating
T.S<3m A Sp A
3m<T.S<5m B Sw B
5m<T.S<7m C SM C
Tm<T.S<9m D sC D
T.529m E Others E

A = Very high liquefaction susceptibility; B = High liquefaction susceptibility;

susceptibility; D = Low liquefaction susceptibility;

C = Moderate liquefaction
E = Very low liquefaction susceptibility

Table 6. Input patterns on the basis of eight considered criterion

Pattern No.

Input Patterns

N W N e

101011110101010101

1101101111011011011011011
1110111011101110111011101110111
1111011110111101111011110111 10111101111
1111101111101111101111101111101111101111011111

Pattemn No. 1: Very high liquefaction potential rate;
Pattern No. 2: High liquefaction potential rate;
Pattern No. 3: Moderate liquefaction potential
Pattern No. 4: Low liquefaction potential rate;
Pattern No. 5: Very low liquefaction potential

the patternis (A,A,D, AAAAA)Y
the pattern is (B,B,D,B,B,B,B,B)
rate; the pattern is (C,C,C,C,C,C,C,C)
the pattern is (D,D,D,D,D,D,D,D)
rate; the pattern is (E,E,E,E,E E,E E)
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Table 7. The desired values (targets)

Pattern No. 0, 0, o, O, Os

1 100 000 000 000 000

2: 000 080 000 000 000

3 000 000 060 000 000

4 000 000 000 040 0.00
5 000 000 000 000 020

O,=0Outputof class No. 1; O,= Output of class No. 2; O,= Output
af class No. 3; O,= Output of class No. 4; O,= Output of class No. -
5

can be used for the fast prediction and microzonation of
liguefaction potential of soils or potential slope failure.
An example of pattern recognition results using the
proposed method is shown in Table 9. The biggest
number in each class shows that the rating value of
hazard potential corresponds to its output patterns class.
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The test of different classes with different patterns
reveals the high ability and flexibility of multilayer
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neural networks for the prediction of natural hazards on
aregional or areal scale. ‘

The System Equations and Learning Back-
Propagation Training Algorit,hl.n o :
The systemequations of the amfic:al‘neural gxetworks
with five units according to Figure 3 is gonsxderpd as
follows; the input and output of the unit j in the h:fddcr}
layer denoted by U, and H,, respectively, are described:

Uj:iWﬁIg‘ng 1

i=]

Hj=F(Ujy=- 1 @

1+ exp(-2U; / o)

where n is the number of neurons in input layer, /, 6, and
M4, are input neurons, a threshold in the hidden layer and
the sigmoid parameter, respectively, The activation
function, F(.), is commonly chosen to be the sigmoid in
order to resemble the state output of biological neurons
which originally inspires the networks. The outputs of
the hidden layer units are then transmitted to the inputs
of the output layer units through another network weight

Table 8. The simulation results of different patterns

Pattern No. 0, 0, O, 0, O,

1 09954 00008 00020 00018 00030
2 00022 07999 00033 00040  0.0000
3 00028 00034 06000 00001 00043
4 0.0037 00038 00002 04000 00044
5 00011 00000 00038 00040  0.2000

O = Output of class No. 1; 02= Output of class No. 2; 03= Output of class No. 3;
O,= Output of class No. 4; O,= Output of class No. 5

Table 9. The examined pattern recognition results

Pattern No. 0, 0, 0, 0, O,
1 09953 00015 00442 00008  0.0019
2 00117 04727 00087 00024  0.0001
3 00151 00010 04910 00003  0.0035
4 00181 00054 00004 01864 00010
5 0.0011 00001 00032 00057  0.1425

O,= Output of class No. 1; O,= Output of class No. 2; O,=Output of class No. 3;
O,= Output of class No. 4; O,= Output of class No. 5
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denoted by V-~ Then the input and ouput of output layer
is expressed respectlvely as follows.

Sk =2ijh';+}’k, 3)
j=
O,=F(S,) “

Where m is the number of neurons in hidden layers,'H}. is
outputof hidden layers and ¥, is threshold in output layer.

The weights W_ and V,; can be adjusted to minimize
error back-propagatnon for the set of training patterns by
a straightforward application of gradient descent.
Eventually, the algorithm of BPM for our three layer
neural network is expressed as follows;

V=V + 0BH, ©)

W= W, + aof, (6)

%=1+ BS, )

6=6+ po, ®
where

8,=(T,-0)01-0), ©)

o = g&vk,ﬁ,a H) (10

and aand B are learning rate coefficients; § and o are the

difference between the desired or target output (T) and
the actual output (O); i, j and k are the neurons of i input,
hidden and output layers (Fig. 3).

Further advantages of neural networks have been
presented in the literatare [27-307. This kind of neural
network is flexible in structure design and learning
capabilities.

The Examine of Recognition

The ability of the multilayer neural network to predict
the liquefaction potential of soils was examined by
assessing the liquefaction potential of Gilan plain in the
northwest of Iran in a case study. The study area suffered
adevasting earthquake (Ms=7.7, M,=6.4,M =7.3)[31]
on 20 June 1990 (1990 Iran—Man_ul earthquake) The
widespread liquefaction in urban areas and on farmlands
mostly along the channel of the Sefied Roud river,
several huge landslides, rockfalls and rockslips were the
geotechnical aspects of the earthquake [6].

Based on the lithological characteristics of the area,
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the subsoil of the area consists of a thick sequence of low
consolidated sediments sensitive to compaction. The
ground water in the plain area is close to the surface.
There are several rivers in the area which flow into the
Caspian sea, one of the mostsignificant of them being the
Sefied Roud river. Previous observations by the first
author have shown that the levee deposits are susceptible
to liquefaction more than other sediments on the plain
{32-33]. The geological features of the studied area and
the location of boreholes are given in Figure 4.

Data Analysis

Based on the selected and established criteria (Tables
1-5) consisting of geological; geomorphological; relative
site amplification and intensity increments; and
geotechnical criteria including sandy layer thickness,
water table depth, and surface layer thickness, the items
were determined on each mesh by using data from
geological and geomorphological maps, existing
boreholes log, grain size distribution curves of soils [34-
35]), and seismic behaviour of soils. Using desired criteria
for input patterns given in Table 7 and determined items
for each mesh, the input patterns for each mesh were
determined. The obtained input patterns were put into
the multilayer neural network as new input data and
were classified into corresponding classes by using pattern
recognition of neural network system and liquefaction
potential of each mesh recognized. Table 9 shows an
example of pattern recognition obtained by the system,
in which each class shows the simulated liquefaction
potential of each corresponding output.

The calculated liquefaction potential of all meshes
for the area is given in Table 10. The comparison of
simulation results of liquefaction potential using
multilayer neural network in the Gilan area and obtained
results by geotechnical data base system of the area [34]
revealed the high accuracy and high capability of the
proposed system for the prediction of the liguefaction
potential of soils.

Discussion and Conclusion
In this contribution, we developed a new method for
the prediction of natural hazards such as liquefaction or
slope failure phenomena. Our proposed method
demonstrated a high ability with high accuracy to predict
natural hazards, this ability being related to multilayer
neural networks. This study provides anew focus for an

-experimental approach as compared with other methods

[10, 11, 12, 13]. In other methods, the liquefaction
potential is expressed by the compilation of liquefaction
susceptibility and liquefaction opportunity maps, the
susceptibility of soils to liquefaction and the capability
of earthquake to cause liquefaction then being evaluated
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Table 10. Prediction of liquefaction potential of Gilan plain (northwestern Iran) using a multilayer neural network

classification method

Location No. 0, 0, 0, o, O, Previous observation
(Liguefied/Nonliquefied)

1 0.9476 liquefied

2 0.9476 liquefied

3 0.9269 liquefied

4 0.8830 liquefied

5 0.9079 liquefied

6 0.8884 liquefied

7 0.9476 liquefied

8 0.9672 liquefied

9 0.9783 liquefied
10 0.9079 liquefied
11 0.9476 liquefied
12 0.9476 liquefied
13 0.9920 liquefied
14 0.9920 liquefied
15 04206 liquefied
16 0.9795 liquefied
17 0.9553 liquefied
18 0.8150 liquefied
19 0.9920 liquefied
20 0.9932 liquefied
21 0.8800 liquefied
22 09532 liquefied
23 0.9913 liquefied
24 0.8815 liquefied
25. 0.5892 liquefied
26 09918 Liquefied
27 0.9432 liquefied
28 09614 liquefied
29 0.5402 liquefied
30 0.7966 liquefied
31 0.0434 L liquefied
32 0.0345 unknown area
33 0.0308 unknown area
34 0.0737 unknown area
35 0.1337 unknown area
36 - 0.0738 unknown area
37 0.0507 unknown area
38 0.0328 unknown area
39 0.1439 unknown area
40 0.0890 ; unknown area
41 0.0507 unknown area
42 0.0583 unknown area
43 : 0.0155 nonliquefied
4 0.0433 unknown area
45 - 0.0826 nonliquefied
46 0.1097 » liquefied -
47 0.0414 unknown area
48 0427 unknown area
49 0.0126 unknown area
50 0.0335: - nonliquefied
51 0.1425 nonliquefied
52 0.4910 unknown area
53 0.0218 ' unknown area
54 0.1399 : nonliquefied
55 0.0141 nonliquefied
56 0.0141 nonliquefied

Locations No. 1 to 30 located in Astaneh area; Locations No. 31 to 42 located‘in‘Rasht area;

Locations No. 43 to 46 located in Lahijan area; Locations No. 47 to 49 located in Langroud-Amlash area;

Locations No. 50 to 53 located in Siyahkal area; Locations No. 54 to 56 located in Sangar area.
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Figure 4. Geological map of Gilan plain (northwestern Iran) [Nogole Sadat, 1992, preprint Geological Map of Gilan]

separately.

We used the prediction ability of the artificial neural
network to simultaneously evaluate the susceptibility of
soils to liquefaction and the ability of earthquakes to
cause liquefaction, which was the goal of this study, by
considering the criteria given in Tables 1-5.

We used the application of pattern recognition of
neural networks to assess the liquefaction potential, this
application has been well known for amuch wider range
approach. Our neural network approach is fundamentally
different from other structures of neural networks. We
used the key of pattern recognition of neural networks to
predict a hazard rate of liquefaction potential. The
proposed neural networks structure corresponds to
arbitrary input patterns that give a prediction output
according to a desired value which is very fastand highly
accurate in predicting phenomena for natural hazard
microzoning. The applicability of the method for the
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prediction of liquefaction potential of soils was examined
in the northwest of Iran (Gilan area), and the results of
this examination are givenin Table 10. Figure 4 illustrates
the location of the evaluated points. The locations 1 to 30
are those which showed widespread liquefaction during
the 1990 Tran-Manjil earthquake, and their calculated
liquefaction potential is very high except for point 13,
which calculated as a moderate potential. However, the
calculated rate of this point is 0.992 in output class 3(O,)
which is very close to class number 2 or the high
liquefaction potential class. The calculated liquefaction
potential rate for point number 31 is 0.0434 in output
class 1(0O,), the rate of which is larger than other output
rates.
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