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Abstract 
We introduce a method to generate a new class of lifetime models based on the 

bounded distributions such that the defined models are exclusively a special case of the 
new class. A new subfamily, Generalized Alpha Power (GAP) is discussed and some 
stochastic orders in this subfamily are investigated to identify the proposed method 
effect. The performance of the maximum likelihood estimators based on the simulation 
is studied and in the end, the importance and flexibility of the new family for the models 
are illustrated by a real data set. Our results indicate that using the proposed method 
substantially improves the fitness of any G-family model and can be extended to any 
real data set. Finally, the GAPTW regression model is applied to the kidney infection 
data. 
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Introduction 
There has been a considerable study to introduce 

new models that are based on bounded distributions, 
which can describe real-world phenomena. However, 
using stochastic orders to compare the theoretical effect 
of generating new models with the existing models is 
not considering by the authors [1, 2]. In the last decades, 
stochastic orders have been studied by researchers in 
many areas of probability,  statistics, and other applied 
sciences include reliability theory, operations research, 
lifetime and survival analysis, and economics sciences 
[3-7]. Shaked and Shanthikumar [8] studied some of the 
most applied stochastic orders (i.e. distributions order, 
hazard order, and star order). They also investigated the 
relations between stochastic orders in more detail. 
Belzunce [9] reviewed some relationships between the 
main stochastic orders, and Belzunce et al. [10] 

considered some of the stochastic orders in the classical 
distribution. 

Using stochastic orders to compare the elements of 
the family of distributions are studied by several authors 
as follows: Giovagnoli and Wynnb [11] investigated 
stochastic orderings for the family of the discrete 
random variables and Yu [12] perused stochastic 
ordering between exponential family and mixture 
exponential family distributions. Klenke and Mattner 
[13] inquired stochastic ordering in the family of the 
discrete distributions and stochastic ordering in the 
elliptical random vectors was introduced by Pan et al. 
[14]. Stochastic orders in the extended additive hazards 
models were considered by Raeisi and Yari [15] and 
Catana and  Raducan [16] studied stochastic orders in 
the multivariate uniform distributions. 

Many new models based on bounded distributions 
are developed and studied, however, the most popular 
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models are usually based on some limited bounded 
distributions with zero and one support such as Beta, 
Kumaraswamy (Jones [17]), and so on. Eugene et al. 
[18] proposed the Beta-Generated (B-G) family of 
distributions using (ݔ)ܩ = B൫(ݔ)ܨ൯ where (ݐ)ܤ and (ݔ)ܨ denote the cumulative distributions functions (cdf) 
of the Beta and the random variable ܺ, respectively. 
Many B-G distributions have been considered by the 
following authors. Beta-Weibull (Famoye et al. [19]), 
Beta-Exponential (Nadarajah and Kotz [20]), Beta-
Pareto (Akinsete et al. [21]), Beta-Burr XII (Paranaiba 
et al. [22]) distributions are some typical examples. 
Recently, a new family of models is deployed by 
replacing the Beta with the Kumaraswamy distribution. 
Kumaraswamy-Weibull (Cordeiro et al. [23]), 
Kumaraswamy-generalized Gamma (Pascoa et al. [24]), 
and Kumaraswamy-generalized half-normal (Cordeiro 
et al. [25]) are some studies in this regard. The Alpha 
power (AP) distribution is another beta-type distribution 
which was considered by several authors to introduce 
the AP-G family of distributions, including Alpha 
power -Weibull (Dey et al. [2]), Alpha power –Inverse 
Lindley (Dey et al. [26]), and Alpha power -Lindley 
(Hassan et al. [27]).   

In this research, a new flexible method is proposed 
to generate a lifetime distribution, when the generator 
distribution is bounded. The advantage of the proposed 
method is that the new model is based on (ݔ)ܩ =R( ଶܹ[(ݔ)ܨ]) − ܴ( ଵܹ[(ݔ)ܨ]) where ଵܹ[. ] and ଶܹ[. ] 
are linear functions. Moreover, ܴ(ݐ) and (ݔ)ܨ denote 
the cdf of any distribution defined on the bounded 
interval [ܽ, ܾ] and the random variable ܺ, respectively. 
It is worth noting that the defined models are based 
on (ݔ)ܩ = R൫(ݔ)ܨ൯ − ܴ(ܽ) and therefore, the defined 
models are exclusively a special case of the new class. 
The proposed method allows researchers to define a 
flexible model that can apply to fit any real lifetime 
data. Moreover, we introduce a new subfamily named 
Generalized Alpha Power (GAPTW) and a theoretical 
comparison of the aforementioned model with the 
existing ones is done using stochastic orders, likelihood 
ratio order, star-shaped order, and so on.  

The data are the recurrence times between the 
insertion of a catheter and the next infection of kidney 
patients who were using a portable dialysis machine 
(McGilchrist and Aisbett [28]). Risk factors related to 
the kidney infection of the catheter insertion is one of 
the considerable subjects for medical researchers (Erbay 
et al. [29]; Delistefani et al. [30]). The data set includes 
a sample of 38 patients and for each patient, first and 
second recurrence times (in days) of infection from the 
time of insertion of the catheter until it has to be 

removed owing to infection are recorded. The data also 
includes risk variables: age, sex, and disease types: 
Glomerulo Nephtiritis  (GN), Acute Nephtiritis (AN),  
Polycystic Kidney Disease (PKD), and others. 
Furthermore, the data includes censoring because the 
catheter may have to be removed for reasons other than 
kidney infection. Some authors consider the data and 
applied various types of statistical modeling literature to 
model the kidney infection data (Hanagal and Dabade, 
[31]). We consider only the first recurrence time and 
due to flexibility, the GAPTW censored regression 
model is applied to the data to identify the risk factor 
related to the kidney infection data.  

This paper is organized as follows: In Section 2, a 
new method to generate lifetime models based on the 
bounded distributions is proposed, and a member of the 
proposed family, namely Generalized Alpha Power 
(GAP) is presented along with discussing its general 
properties. In Section 3, Many stochastic orders 
between AP and GAP distributions are presented and an 
application is demonstrated to indicate the flexibility of 
the GAPTW, and the GAPTW regression model is 
applied for the kidney infection data.  Section 4 
concludes the paper. 

 

Materials and Methods 
Let X be a random variable with pdf and cdf ݂(ݔ) 

and (ݔ)ܨ, respectively. Moreover, consider a 
continuous random variable ܶ with bounded pdf (ݐ)ݎ is 
defined on [ܽ, ܾ], where ܽ and ܾ can be any real values. 
The cdf of a new family of models is defined as:  (ݔ)ܩ = ׬  ௐమ(ி(௫))ௐభ(ி(௫))  (1)                         ݐ݀(ݐ)ݎ

 where functions ଵܹ((ݔ)ܨ) and ଶܹ((ݔ)ܨ) satisfy 
the following conditions:  

1. ଵܹ((ݔ)ܨ) ∈ [ܽ, ܿ] and ଶܹ((ݔ)ܨ) ∈ [ܿ, ܾ], where ܽ ≤ ܿ ≤ ܾ. 
2. ଵܹ(ݔ) is a differentiable and monotonically 

nonincreasing function of ݔ, while ଶܹ((ݔ)ܨ) is a 
differentiable and monotonically nondecreasing 
function of ݔ. 

3. ଵܹ((ݔ)ܨ) → ܽ as ݔ → −∞, whilst ଵܹ((ݔ)ܨ)→ ܿ߳[ܽ, ܾ] as ݔ → ∞.                                    (2) 
4. ଶܹ((ݔ)ܨ) → ܿ߳[ܽ, ܾ] as ݔ → −∞ and ଶܹ((ݔ)ܨ)→ ܾ as ݔ → ∞. 

The pdf (ݐ)ݎ in (1) is transformed into a new cdf (ݔ)ܩ through the functions ଵܹ((ݔ)ܨ) and ଶܹ((ݔ)ܨ)  
and we refer to the distribution (ݔ)ܩ as a transformed 
from random variable ܶ through the transformer random 
variable ܺ. The corresponding pdf associated with (1) is  
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(ݔ)݃ = )ݎ ଶܹ((ݔ)ܨ)) ݔ߲߲ [ ଶܹ((ݔ)ܨ)]− )ݎ ଵܹ((ݔ)ܨ)) ݔ߲߲ [ ଵܹ((ݔ)ܨ)] 
 Note that the random variable ܺ can be either 

discrete or continuous. Also, in the aforementioned 
case, (ݔ)ܩ denotes the cdf of a discrete or continuous 
distribution.  

Consider (1), it is convenient to assume ଵܹ(. ) and ଶܹ(. ) as linear functions, because the pdf r(t) is defined 
on the bounded interval [a,b]. 

Theorem 1: Let X be a random variable with pdf 
and cdf ݂(ݔ) and (ݔ)ܨ, respectively. Also consider the 
continuous random variable ܶ with pdf (ݐ)ݎ defined on [ܽ, ܾ]. Suppose      ଵܹ((ݔ)ܨ) = ݀ + ((ݔ)ܨ)and ଶܹ (ݔ)ܨ݁ = ℎ +  (ݔ)ܨ are linear functions of (ݔ)ܨ݇
such that for ܿ ∈ [ܽ, ܾ], ଵܹ((ݔ)ܨ) and ଶܹ((ݔ)ܨ) are 
defined in the intervals [ܽ, ܿ] and [ܿ, ܾ], respectively. 
Then the cdf of the G-family is given by  (ݔ)ܩ = ׬  ௖ା(௕ି௖)ி(௫)௖ି(௖ି௔)ி(௫) ݐ݀(ݐ)ݎ ׬=  ௕ி(௫)ା௖(ଵିி(௫))௔ி(௫)ା௖(ଵିி(௫))  (3)                                        ݐ݀(ݐ)ݎ

 Proof: Since ଵܹ((ݔ)ܨ) is a monotonically non-
increasing function of the cdf (ݔ)ܨ in the interval [ܽ, ܿ], 
the inequality  ܽ ≤ ଵܹ((ݔ)ܨ) = ݀ + (ݔ)ܨ݁ ≤ ܿ 
satisfies. Moreover, lim௫→ିஶ[݀ + [(ݔ)ܨ݁ = ݀ = ܿ and lim௫→ஶ[݀ + [(ݔ)ܨ݁ = ݀ + ݁ = ܽ, therefore, ݀ = ܿ, ݁ = −(ܿ − ܽ) and then, డௐభ(ி(௫))డி(௫) = −(ܿ − ܽ) < 0. 
Furthermore, ଶܹ((ݔ)ܨ) is a monotonically non-
decreasing function of the cdf (ݔ)ܨ results in  ܿ ≤ଶܹ((ݔ)ܨ) = ℎ + (ݔ)ܨ݇ ≤ ܾ. As a result, lim௫→ିஶ[ℎ [(ݔ)ܨ݇+ = ℎ = ܿ and lim௫→ஶ[ℎ + [(ݔ)ܨ݇ = ℎ + ݇ = ܾ. 
Then, we have ℎ = ܿ, ݇ = ܾ − ܽ and డௐమ(ி(௫))డி(௫) = (ܾ −ܽ) > 0 and, (3) satisfies.  

Apparently, for ଵܹ൫(ݔ)ܨ൯ = ܽ = ܿ, equation (3) 
changes to (ݔ)ܩ = ׬  ௔ା(௕ି௔)ி(௫)௔ ൯(ݔ)ܨBesides, if ଶܹ൫ .ݐ݀(ݐ)ݎ = ܾ = ܿ leads to (ݔ)ܩ = ׬  ௕௕ି(௕ି௔)ி(௫)  ,ܾ ,ܽ for different values of ((ݔ)ܨ)and ଶܹ ((ݔ)ܨ)Figure 1 displays  ଵܹ .ݐ݀(ݐ)ݎ
and ܿ. 

Corollary 1. For a special case, let ܿ = 0, hence, ܽ ≤ 0 ≤ ܾ. As a consequent, equation (3) changes to  (ݔ)ܩ = ׬  ௕ி(௫)௔ி(௫)  (4)                                       ݐ݀(ݐ)ݎ

If (ݐ)ݎ is a symmetric density function about zero, 
then ܽ = −ܾ and (ݔ)ܩ = 2 ׬  ௕ி(௫)଴  .ݐ݀(ݐ)ݎ

Corollary 2. Let the support of ܶ be [0, 1], then 0 ≤ ܿ ≤ 1, and the pdf (ݐ)ݎ belongs to the beta-type 
distributions such as Beta, Kumaraswamy, and Alpha-
power distributions. In this case,  (ݔ)ܩ = ׬  ௖ା(ଵି௖)ி(௫)௖ି௖ி(௫) ݐ݀(ݐ)ݎ ׬=  ி(௫)ା௖(ଵିி(௫))௖(ଵିி(௫))  (5)                          .ݐ݀(ݐ)ݎ

 Moreover, for ܿ = 0, depends on Beta, 
Kumaraswamy, or Alpha-power distributions for (ݐ)ݎ, 
the B-G, KW-G, or APT-G distributions are obtained, 
respectively. Furthermore, we can rewrite (5) as 
follows:  (ݔ)ܩ = ׬  ଵିభష೎೎ ௐ(ி(௫)ௐ(ி(௫)  (6)                      ݐ݀(ݐ)ݎ

 where ܹ((ݔ)ܨ) = ܿ −  The corresponding .(ݔ)ܨܿ
pdf associated with (5) is given by ݃(ݔ) = ௖ିଵ௖ (((ݔ)ܨ)ܹ)ݎ డడ௫ [((ݔ)ܨ)ܹ] (((ݔ)ܨ)ܹ)ݎ− డడ௫  .[((ݔ)ܨ)ܹ]

Corollary 3. In the case ܾ = 0, then ܽ ≤ ܿ ≤ 0 and (ݔ)ܩ in (3) is  

  
 

Figure  1. Plots of the functions ଵܹ((ݔ)ܨ) and ଶܹ((ݔ)ܨ) for ܽ < ܿ < ܾ. 
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The Class of ࢻ)ࡼ࡭ࡳ,  Models (ࢉ
Consider the random variable ܶ follows the ߙ-power 

distribution with parameters ߙ, then (ݐ)ݎ = ୪୬(ఈ)ఈିଵ ௧, 0ߙ ≤ ݐ ≤ 1 and (ݐ)ݎ = 1, 0 ≤ ݐ ≤ 1 for ߙ = 1.  
According to theorem 1, we have ܽ = 0 and ܾ = 1. 
With regard to from (3), The generalized alpha-power 
(GAP) cdf and pdf are respectively given by  (ݔ)ܩ = ׬  ௖ା(ଵି௖)ி(௫)௖ି௖ி(௫) ୪୬(ఈ)ఈିଵ ݐ௧݀ߙ = ௖(ଵିி(௫))ߙ ఈಷ(ೣ)ିଵఈିଵ          (7) 

 and  ݃(ݔ) = ୪୬(ఈ)ఈିଵ ௖(ଵିி(௫))[(1ߙ(ݔ)݂ − ி(௫)ߙ(ܿ + ܿ]          (8) 

 
 where 0 ≤ ܿ ≤ ߙ ,1 > 0, ߙ ≠ 1 are both the shape 

parameters and the new model is called the ߙ)ܲܣܩ, ܿ) 
family of the distributions. The hazard function of the 
model is given by  ℎ(ݔ) = ௖(ଵିி(௫))ߙ(ݔ)݂(ߙ)݈݊ [(ଵି௖)ఈಷ(ೣ)ା௖]ఈ೎(భషಷ(ೣ))[ଵିఈಷ(ೣ)]ାఈିଵ.     (9) 

 
 For ܿ = 0 in equation (8) the GAP distribution 

reduces to GPT, proposed by Mahdavi and Kundu [32] 
with cdf  

              G(x) = ൝஑ూ(౮)ିଵ஑ିଵ  α > 0, α ≠ 1F(x) α = 1                                  

For ܿ = ଵଶ  and ܿ = 1, the GAP distribution reduces 

to (ݔ)ܩ = భషಷ(ೣ)మߙ ఈಷ(ೣ)ିଵఈିଵ  and (ݔ)ܩ = ଵିி(௫)ߙ ఈಷ(ೣ)ିଵఈିଵ , 
respectively. One of the popular distributions to use for 
modeling lifetime data is the Weibull (W) distribution, 
which is applied by several researchers in the last few 
years. Such that various types of the Weibull extensions 
are studied. In the GAP, consider the Weibull 
distribution as the baseline distribution with cdf (ݔ)ܨ = 1 −  denote the ߛ and ߣ where ,(ఊݔߣ−)݌ݔ݁
scale and shape parameters, respectively. The cdf and 
pdf of the GAPTW distribution are respectively given 
by  (ݔ)ܩ = ௖.௘షഊೣംߙ ఈభష೐షഊೣം ିଵఈିଵ                                   (10) 

 and  ݃(ݔ) = ୪୭୥(ఈ)ఒఊ௫ംషభ௘షഊೣംఈିଵ ௖.௘షഊೣംߙ [(1 − ଵି௘షഊೣംߙ(ܿ + ܿ    
(11) 

 where 0 ≤ ܿ ≤ ߙ ,1 > 0, ߙ ≠ 1 are both shape 
parameters. The hazard rate function (hrt) is  

 
 

ℎ(ݔ) =log(ߙ)ݔߛߣఊିଵ݁ିఒ௫ംߙ௖.௘షഊೣം [(ଵି௖)ఈభష೐షഊೣം ା௖]ఈ೎.೐షഊೣം [ଵିఈభష೐షഊೣം ]ାఈିଵ. 

 
For ߙ = 1 from (3), the cdf of the GAPTW is: 
(ݔ)ܩ  = න  ௖ା(ଵି௖)ி(௫)

௖ି௖ி(௫) =ݐ1݀ [ܿ + (1 − [(ݔ)ܨ(ܿ − [ܿ − =[(ݔ)ܨܿ  (ݔ)ܨ
 
Which is independent of ܿ and (ݔ)ܩ =  for all (ݔ)ܨ

values ܿ ∈ [0,1]. Figure 2 indicates that the shape of the 
GAPTW density function would be bimodal and 
decreasing. Moreover, the hazard rate shape can be 
decreasing and decreasing-increasing. For    ߛ = 1, 
GAPTW distribution reduces to the GAPE distribution. 
 
Some Statistical Properties of the GAP  

In this section, we discuss some statistical properties 
of the GAPTW family, e.g. quantile, moment generating 
function, and moments. Consider the power series ିߙ୸ = ∑ (ି୪୬ (ఈ))౤୬!ஶ୬ୀ଴ z୬ .                                  (12) 

 
The GAP density is expanded using the power series 

(12) such that for ߙ ,0 < ߙ ≠ 1, the density of the GAP 
is given by 

(ݔ)݃  = ln(ߙ)αୡߙ − 1 f(x)ൣ(1 − ୊(௫)(ଵି௖)ߙ(ܿ + ܿαିୡ୊(௫)൧= αୡln(ߙ)ߙ − 1 f(x) ෍ (ln(ߙ)(ݔ)ܨ)୧i!ஶ
୧ୀ଴ [(c− 1)୧ାଵ − (−c)୧ାଵ]= ෍ ܾ௜ℎ௜ାଵ(ݔ)                    (13)ஶ

௜ୀ଴  

 

where, ܾ௜ = ஑ౙఈିଵ (୪୬(ఈ))౟శభ(୧ାଵ)! [(c − 1)୧ାଵ − (−c)୧ାଵ] and ℎ௜ାଵ(ݔ) = (i + 1)f(x)((ݔ)ܨ)୧. 
 
Consider the Exp-G random variable ௜ܻାଵ with 

density function ℎ௜ାଵ(ݔ). The cdf of the GAP family 
can be determined by (ݔ)ܩ = ∑ ܾ௜ܪ௜ାଵ(ݔ)ஶ௜ୀ଴  where ܪ௜ାଵ(ݔ) denotes the cdf of the Exp-G random variable ௜ܻାଵ. Therefore, the explanation of the GAPTW density 
function is given by  
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Moments and  Moments Generating Function: Using  
equation (13), the rth moment of X, say μ୰ᇱ = E(X୰), is 
obtained by  μ୰ᇱ = ෍ ܾ௜E(Y୧ାଵ୰ ) = ෍(݅ + 1)ܾ௜δ୰,୧ஶ

௜ୀ଴
ஶ

௜ୀ଴  

where  δ୰,୧ = ׬ (ܳி(ݑ))௥ଵ଴ (ݑ)and ܳி ݑ௜݀ݑ  denotes the baseline quantile function (qf). The (ݑ)ଵିܨ=
moment generating function (mgf ) ܯ௑(ݐ) of X can be 
expressed from (12) as  

(ݐ)௑ܯ  = (௧௑݁)ܧ = ෍ ܾ௜ܯ௜ାଵ(ݔ)ஶ
௜ୀ଴ = ෍(݅ + 1)ܾ௜߰௧,௜ஶ

௜ୀ଴  

where ܯ௜ାଵ(ݔ) denotes the mgf of ௜ܻାଵ for (݅ ≥ 0) 
and ߰௧,௜ = ׬ ଵ଴((ݑ)ிܳݐ) ݌ݔ݁  can be ݑ௜݀ݑ

evaluated numerically using the baseline qf. 
Quantile: We can compute the quantile by equation u = ௖(ଵିி(ொ(௨)))ߙ ఈಷ(ೂ(ೠ))ିଵఈିଵ . Therefore, the quantiles are 

given by ܳ(ݑ) = ଵ(୪୬((ఈିଵ)௨ାଵ)୪୬ (ఈ)ିܨ ) and ܳ(ݑ) ଵ(1ିܨ= − ୪୬(ఈି(ఈିଵ)௨ାଵ)୪୬ (ఈ) ) for  ܿ = 0 and ܿ = 1, 
respectively. 

Incomplete Moments: The rth incomplete moment 
of ܺ, say ߮௥(ݐ), can be written from (13) as  
   ߮௥(ݐ)= න ௧ݔ݀(ݔ)௥݃ݔ

ିஶ= ෍ ܾ௜ න ௥௧ݔ
ିஶ ℎ௜ାଵ(ݔ)ஶ

௜ୀ଴  (14)                                         ݔ݀

where the last integral in (14) denotes the rth 
incomplete moment of the Exp-G random variable ௜ܻାଵ. 

Order Statistics. Consider random sample 

ଵܺ, … , ܺ௡ from the GAP distribution and let the order 
statistics denote by ܺ(ଵ), … , ܺ(௡). Using the generalized 
binomial expansion and the power series (12), the pdf of 
the ݎth order statistic ܺ௥:௡, say ݃௥:௡(ݔ), is given by ݃௥:௡(ݔ)= ݃ீ஺௉(ݔ)ݎ)ܤ, ݊ − ݎ + 1) ෍(−1)௦ ቀ݊ − ݏݎ ቁ ௦ା௥ିଵ,        (15)             ௡ି௥(ݔ)஺௉ீܩ

௦ୀ଴  

where ܤ(. , . ) denotes the beta function.  Using (7) 
and (8), we have  ݃ீ஺௉(ݔ)ீܩ஺௉(ݔ)௦ା௥ିଵ= αୡln(ߙ)(1 − ௦ା௥(ߙ f(x)ߙ௖൫ଵିி(௫)൯ൣ(1− ி(௫)(ଵି௖)ߙ(ܿ + ܿ൧ൣ1 −  ி(௫)൧௦ା௥ିଵߙ

Applying the generalized binomial expansion and 
the power series (12), we obtain ݃ீ஺௉(ݔ)ீܩ஺௉(ݔ)௦ା௥ିଵ= ෍ αୡ(−1)୨(ln(ߙ))୧ାଵ(1 − !௦ା௥i(ߙ ൬s + r − 1j ൰ [(1 − c)(s + rஶ

୧,୨ୀ଴− c − j)୧+ c(s + r − c − j− 1)୧]f(x)(ݔ)ܨ୧                                                                    (16) 
Combining (15) and (16), the pdf of the ݎth order 

statistic ܺ௥:௡ is ݃௥:௡(ݔ) = ∑ ݇௜ℎ௜ାଵ(ݔ)ஶ௜ୀ଴ , where ℎ௜ାଵ(ݔ) denotes the density of the Exp-G random 
variable ௜ܻାଵ and ݇௜= αୡ(ln(ߙ))୧ାଵ(i + 1)! ෍ ෍ (−1)௦ା௝ܤ(݆, ݊ − ݆ + 1)(1 − ௦ା௥(ߙ [(1௡ି௥

௦ୀ଴
ஶ

௝ୀ଴− c)(s + r − c − j)୧+ c(s + r − c − j − 1)୧] ቀ݊ − ݏݎ ቁ ൬s + r − 1j ൰ 

Maximum Likelihood Estimation 
 We determine the maximum likelihood estimate of 

the parameters of the GAP distribution. Let 

(ݔ)݃ = ߙߛߙ − 1 ෍ ෍ [−(1 − c)ln(ߙ)]୧ାଵ(i + 1)!ஶ
୨ୀ଴

[−(i + ୨ାଵ[ߣ(1
!jه ఊ(௝ାଵ)ିଵஶݔ

୧ୀ଴ + ߙߛߙ − 1 ෍ ෍ ൫ܿ. ln(ߙ)൯୩ାଵ(k + 1)! [−(k + ୪ାଵl!ஶ[ߣ(1
୪ୀ଴

ஶ
୩ୀ଴  ఊ(௟ାଵ)ିଵݔ

= ߙߛߙ − 1 ෍ ෍ [ln(ߙ)]୧ାଵ(i + 1)!ஶ
୨ୀ଴

[−(i + !୨ାଵj[ߣ(1 [(c − 1)୧ାଵ + c୧ାଵ]ஶ
୧ୀ଴  
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,ଵݔ ,ଶݔ . . . ,  ௡ be the observed values from the GAPݔ
family distribution with parameters ܿ and ߙ. The log-
likelihood function corresponding to (9) is given by  ln(ݔ)ܮ; ܿ, ((ߙ =݊ln(୪୬(ఈ)ఈିଵ ) + ܿln(ߙ)[݊ − ∑  ௡௜ୀଵ [(௜ݔ)ܨ + ∑  ௡௜ୀଵ [ln((1 ி(௫೔)ߙ(ܿ− + ܿ) + ln݂(ݔ௜)]                                   (17) 

The partial derivatives of (17) are:  
 డడ௖ ln(ݔ)ܮ; ܿ, ((ߙ = ln(ߙ)[݊ − ∑  ௡௜ୀଵ [(௜ݔ)ܨ +∑  ௡௜ୀଵ ଵିఈಷ(ೣ೔)(ଵି௖)ఈಷ(ೣ೔)ା௖  

 డడఈ ln൫ݔ)ܮ; ܿ, ൯(ߙ = ݊ ቂ ଵఈ௟௡(ఈ) − ଵఈିଵቃ +௖ൣ௡ି∑  ೙೔సభ ி(௫೔)൧ఈ + ∑  ௡௜ୀଵ [(ଵି௖)ி(௫೔)ఈಷ(ೣ೔)షభ](ଵି௖)ఈಷ(ೣ೔)ା௖   
 
Setting డడ௖ ln(ݔ)ܮ; ܿ, and  డడఈ  ((ߙ ln(ݔ)ܮ; ܿ,  equal ((ߙ

to zero, and solving numerically these expressions 
simultaneously yields the maximum likelihood 
estimators (MLEs) of (ܿ, α). 

Theorems 2 and 3 indicate that the above equations 
have unique solutions (ܿ̂, αෝ) which are the MLE of (ܿ, α), Lemann and Casella [33].  

Theorem 2: Equation  ℎଵ(ߙ, ܿ) = డడ௖ ln൫ݔ)ܮ; ܿ, ൯(ߙ =0, as a function of ܿ has only one root for ߙ > ߙ ,0 ≠ 1.  
Proof: ℎଵ(ߙ, ܿ) = డడ௖ ln(ݔ)ܮ; ܿ, ((ߙ = ln(ߙ)[݊ −∑  ௡௜ୀଵ [(௜ݔ)ܨ + ∑  ௡௜ୀଵ ଵିఈಷ(ೣ೔)(ଵି௖)ఈಷ(ೣ೔)ା௖. Consider  0 < ߙ < 1,  

then,  ln(ߙ)[݊ − ∑  ௡௜ୀଵ [(௜ݔ)ܨ < [݊ − ∑  ௡௜ୀଵ ݊](ߙ)ி(௫೔)] and lnିߙ − ∑  ௡௜ୀଵ [(௜ݔ)ܨ > [݊ − ∑  ௡௜ୀଵ  ி(௫೔)].        (18)ߙ
To show that ℎଵ(ߙ, ܿ) = 0 has only one solution for 0 < ܿ < 1, it is sufficed to show that the function ℎଵ(ߙ, ܿ) is strictly descending because  డడ௖ ℎଵ(ߙ, ܿ) = − ∑  ௡௜ୀଵ [ ଵିఈಷ(ೣ೔)(ଵି௖)ఈಷ(ೣ೔)ା௖]ଶ < 0. Therefore, ℎଵ(ߙ, ܿ) is strictly descending relative to ܯ = lim௖→଴ℎଵ(ߙ, ܿ) = lim௖→଴[ln(ߙ)[݊ − ෍  ௡

௜ୀଵ [(௜ݔ)ܨ + ෍  ௡
௜ୀଵ

1 − ி(௫೔)(1ߙ − ி(௫೔)ߙ(ܿ + ܿ]
= ln(ߙ)[݊ − ෍  ௡

௜ୀଵ [(௜ݔ)ܨ − [݊ − ෍  ௡
௜ୀଵ [ி(௫೔)ିߙ  

 and  ݉ = lim௖→ଵℎଵ(ߙ, ܿ) = lim௖→ଵ[ln(ߙ)[݊ − ෍  ௡
௜ୀଵ [(௜ݔ)ܨ + ෍  ௡

௜ୀଵ
1 − ி(௫೔)(1ߙ − ி(௫೔)ߙ(ܿ + ܿ]

= ln(ߙ)[݊ − ෍  ௡
௜ୀଵ [(௜ݔ)ܨ + [݊ − ෍  ௡

௜ୀଵ [ி(௫೔)ߙ  

 
respectively.  From (18), we have ln(ߙ)[݊ −∑  ௡௜ୀଵ [(௜ݔ)ܨ < [݊ − ∑  ௡௜ୀଵ  ி(௫೔)], andିߙ
 ln(ߙ)[݊ − ∑  ௡௜ୀଵ [(௜ݔ)ܨ > [݊ − ∑  ௡௜ୀଵ ܿ ி(௫೔)] whenߙ → 0ା becomes positive. Hence, it refers to given 

values of ݉ < 0 <  and using the intermediate value ܯ

of the theorem. The equation ℎଵ(ߙ, ܿ) = 0 has only one 
root. For ߙ > 1, the proof is similar. 

Theorem 3: Equation  ℎଶ(ߙ, ܿ) = డడఈ ln൫ݔ)ܮ; ܿ, ൯(ߙ =0, as a function of ߙ has only one root.  
Proof: Consider the equation ℎଶ(ߙ, ܿ) = 0, we have ߲߲ߙ ℎଶ(ܿ, =(ߙ −݊ ቈ(ߙ − 1)ଶ[݈݊(ߙ) + 1] − ߙ] ߙ)ߙ]ଶ[(ߙ)݈݊ − 1) ଶ[(ߙ)݈݊ ቉− ܿ[݊ − ∑ +ଶߙ௡௜ୀଵ[(௜ݔ)ܨ ൥෍[−ܿ(1 − ܿ)[1 − ி(௫೔)ିଶߙ[(௜ݔ)ܨ − (1 − ܿ)ଶߙଶி(௫೔)ିଶ[(1 − ி(௫೔)ߙ(ܿ + ܿ]ଶ ]௡

௜ୀଵ >൩(௜ݔ)ܨ 0 
Therefore, ℎଶ(ܿ,  is a strictly decreasing function (ߙ

of ߙ and, the absolute maximum and minimum values 
of ℎଶ(ߙ, ܿ) are equal to ܯ = limఈ→଴శ ℎଶ(ܿ, α)= limఈ→଴శ ൥݊ ൤ (ߙ)݈݊ߙ1 − ߙ1 − 1൨

+ ܿ[݊ − ∑  ௡௜ୀଵ +ߙ[(௜ݔ)ܨ ෍  ௡
௜ୀଵ

[(1 − ி(௫೔)ିଵ](1ߙ(௜ݔ)ܨ(ܿ − ி(௫೔)ߙ(ܿ + ܿ ൩ = +∞ 

 
and, ݉ = limఈ→ஶ ℎଶ(ܿ, α) = limఈ→ஶ ൤݊ ቂ ଵఈ௟௡(ఈ) −ଵఈିଵቃ + ௖ൣ௡ି∑  ೙೔సభ ி(௫೔)൧ఈ + ∑  ௡௜ୀଵ [(ଵି௖)ி(௫೔)ఈಷ(ೣ೔)షభ](ଵି௖)ఈಷ(ೣ೔)ା௖ ൨ = 0ି 
 
respectively, since for each value of ߙ and ݅ =1,2,3, … , ݊ we have n − ∑ αିி(௫೔)୬୧ୀଵ < 0 and n −∑ ி(௫೔)୬୧ୀଵߙ > 0. 
 

Results and Discussion 
Stochastic order relationships between (࢞)ࡼ࡭ࡳ and (࢞)ࡼ࡭ࡳࡳ  

Stochastic orders are utilized to compare distribution 
functions because they include various forms of 
possible knowledge about distribution functions. There 
are many concepts of the stochastic ordering between 
distributions which are defined in Probability and 
Statistics (for more detail see Shaked and Shanthikumar 
[8]). In this section, some stochastic orders between ܩ஺௉(ݔ) and ீܩ஺௉(ݔ) distributions are studied to identify 
the effect of the proposed method on the new 
distributions ordering when using the ߙ-power 
distribution as a baseline distribution. 

Let (ݔ)ܨ and (ݔ)ܩ denote the cdfs of two non-
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negative random variables ܺ and ܻ with absolutely 
continuous distribution functions respectively. Consider 
the survival function ܨത(ݔ) = 1 − (ݔ)the hazard rate ℎி ,(ݔ)ܨ = ௙(௫)ிത(௫) and the mean residual life ݉௑(ݐ) ܺ]ܧ= − ܺ|ݐ > 0] of the random variable ܺ where   ݐ < ∗ݐ and ∗ݐ = :ݐሼ݌ݑܵ (ݔ)തܨ > 0ሽ. Over the union of 
the supports of ܺ and ܻ, the random variable ܺ is said to 
be 

i) smaller than Y in the (usual) stochastic order 
(ܺ ≤௦௧ ܻ), if (ݔ)ܨ ≥ ,(ݔ)ܩ ݔ∀ ∈ (−∞, ∞).  

ii) smaller than Y in the star-shaped order (ܺ ≤∗ ܻ), 
if  ீషభ(௫)ிషభ(௫) is an increasing function of            ݔ ∈ (0,1). 

iii) smaller than Y in the hazard rate order 
(ܺ ≤௛௥ ܻ), if  ℎி(ݔ) ≥ ℎீ(ݔ). 

iv) smaller than Y in the mean residual life order 
(ܺ ≤௠௥௟ ܻ) if ݉௑(ݐ) ≤ ݉௒(ݐ) for all ݐ. 

v) smaller than Y in the likelihood ratio order 
(ܺ ≤௟௥ ܻ) if ௚(௫)௙(௫) increases in ݔ where ݂(ݔ) and ݃(ݔ) 
denote the pdfs of the random variables ܺ and ܻ, 
respectively.   

vi) smaller than Y in the convex transform order 
(ܺ ≤௖ ܻ) if ିܩଵ(ݔ)ܨ is convex in ݔ on the support of F. 

Some authors studied the relationships between 
different stochastic orders. For example,  Muller and 
Stoyan [4] shown that ܺ ≤௟௥ ܻ ⇒ ܺ ≤௛௥ ܻ ⇒ ܺ ≤௦௧ ܻ 

and Shaked and Shanthikumar [8] proven that  ܺ ≤௛௥ ܻ ⇒ ܺ ≤௠௥௟ ܻ and ܺ <௖ ܻ ⇒ ܺ <∗ ܻ. 

Therefore, the likelihood ratio and convex transform 
orders are considered in this paper. 

Theorem 4. Let ܻ and Z denote the random 
variables from (ߙ)ܲܣ and ܲܣܩ(ܿ,  respectively, then (ߙ

i)  ܻ ≤௟௥ ܼ for ߙ ∈ (0,1)  
ii)  ܼ ≤௟௥ ܻ for ߙ ∈ (1, ∞) 

Proof. We have ݓ = ݃ீ஺௉(ݔ)݃஺௉(ݔ)
= ௖(ଵିி(௫))[(1ߙ(ߙ) ln(ݔ)݂  − ி(௫)ߙ(ܿ + ߙ[ܿ − ߙி(௫)ߙ(ߙ) ln(ݔ)1݂ − 1= ௖ି(ଵା௖)ி(௫)[(1ߙ − ி(௫)ߙ(ܿ + ܿ] 

It can see that  

ݔ߲ݓ߲ = ௖ି(ଵା௖)ி(௫)ൣ(1ߙ(ߙ) ln(ݔ)݂ܿ− − +ி(௫)ߙ(ܿ (1 + ܿ)൧ 
For 0 < ߙ < ܿ is negative and because (ߙ)݈݊ ,1 ∈ (0,1), then  డ௪డ௫  is positive and ௚ಸಲು(௫)௚ಲು(௫)  is an 

increasing function of ݔ. Therefore, ܻ ≤௟௥ ܼ  for ߙ ∈ (0,1). 

For 1 < ߙ < is a positive value and thus, డ௪డ௫ (ߙ)݈݊ ,∞  is negative. Then, ௚ಸಲು(௫)௚ಲು(௫)  decreases in ݔ and, 

therefore ௚ಲು(௫)௚ಸಲು(௫) is an increasing function of ݔ. So, ܼ ≤௟௥ ܻ for ߙ ∈ (1, ∞). 

Theorem 5. Suppose random variables ܺ and Z are 
from distributions (ݔ)ܨ and ܲܣܩ(ܿ,    (ݔ)ܨ based on (ߙ
respectively, then 

i)  ܼ ≤௟௥ ܺ if ߙ ∈ (0,1) and  ௖మ(ଵି௖)మ <  .ߙ

ii)  ܺ ≤௟௥ ܼ if ߙ ∈ (1, ∞) and  ܿ < ଵଶ. 

Proof. We have ݓଵ = ݃ீ஺௉(ݔ)݂(ݔ) = ௖(ଵିி(௫))[(1ߙ(ߙ) ݈݊ − ி(௫)ߙ(ܿ + ߙ[ܿ − 1  

Thus డ௪భడ௫ = ௙(௫)(௟௡(ఈ))మఈ೎(భషಷ(ೣ))ఈିଵ ൣ(1 − ܿ)ଶߙி(௫) − ܿଶ൧. 
 

The value ߙ − 1 is negative for ߙ ∈ (0,1) and ߙ < ி(௫)ߙ < 1, then (1 − ܿ)ଶߙி(௫) − ܿଶ is positive if ௖మ(ଵି௖)మ < Thus  డ௪భడ௫ .ߙ  is negative and ௚ಸಲು(௫)௙(௫)  is a 

decreasing function of ݔ. Therefore, ௙(௫)௚ಸಲು(௫) is an 
increasing function of ݔ and thus, ܼ ≤௟௥ ܺ. 

Besides, for 1 < ߙ < ∞, we have 1 < ி(௫)ߙ <  ߙ
and therefore, the value of (1 − ܿ)ଶߙி(௫) − ܿଶ is 
positive if ܿ < ଵଶ. In this case, డ௪భడ௫  is positive and ௚ಸಲು(௫)௙(௫)  
increases for ݔ ∈ (0,1) and then, ܺ ≤௟௥ ܼ. 

Theorem 6. Assume ܺ and ܻ are two random 
variables from distributions (ݔ)ܨ and (ߙ)ܲܣ, based on (ݔ)ܨ, respectively, then 

i)  ܻ ≤௟௥ ܺ for ߙ ∈ (0,1)  
ii)  ܺ ≤௟௥ ܻ for ߙ ∈ (1, ∞) 

Proof. In this case, ݓଶ = ௚ಲು(௫)௙(௫) = ௟௡ (ఈ)ఈಷ(ೣ)ఈିଵ  and 
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డ௪మడ௫ = ௙(௫)(௟௡(ఈ))మఈಷ(ೣ)ఈିଵ . The value of డ௪మడ௫  is negative for ߙ ∈ (0,1), because ߙ − 1 is negative. Therefore, ௚ಲು(௫)௙(௫)  

is a decreasing function of ݔ and  ௙(௫)௚ಲು(௫) is an increases 
function of ݔ and thus, ܻ ≤௟௥ ܺ. 

Consider ߙ ∈ (1, ∞), then ௚ಲು(௫)௙(௫)  is an increasing 
function of ݔ and so, ܺ ≤௟௥ ܻ. 

Theorem 7. Let ܻ and Z denote two random 
variables from (ߙ)ܲܣ and ܲܣܩ(ܿ,  distributions (ߙ
respectively, then 

i)  ܻ ≤௖ ܼ if  [ଵିଶ௖]୪୬ (ఈ)(ଵି௖)ఈା௖ < (ݔ)ᇱܪ <  (ߙ) ݈݊
ii)  ܼ ≤௖ ܻ if ݈݊ (α) < Hᇱ(x) < ݈݊ (α)[(1 − c)ଶα −cଶ] 
where (ݔ)ܪ = ଵ௙(௫) and Hᇱ(x) denotes the derivative 

of (ݔ)ܪ. 

Proof. It is sufficient to show that ீܩ஺௉ିଵ  is a (ݔ)஺௉ܩ
convex function and it should indicate that ܩ஺௉(ݔ)  is 
convex and ீܩ஺௉ିଵ  is a non-decreasing and convex (ݔ)
function (Mrsevi [34]; Boyd and Vandenberghe [35]). 
The second derivative of ܩ஺௉(ݔ) is given by  ீܩ஺௉ᇱᇱ (ݔ) = ߲ଶீܩ஺௉߲ݔଶ = ߙ(ߙ)݈݊ − 1 ி(௫)[݂ᇱ(x)ߙ + ஺௉ᇱᇱீܩ and (ݔ)݂ ᇱ(x) denotes the derivative of݂ [(ߙ) ଶ݈݊(ݔ)݂  is (ݔ)
positive if ݂ᇱ(x) + ଶ(ݔ)݂ (ߙ)݈݊ > 0 or                 − ௙ᇲ(୶)௙(௫)మ < ᇱ(x)ܪ  then ,(ߙ)݈݊ <                                                                         .(ߙ) ݈݊
(19) 

For convexity of ିܨଵ(ݔ), it is sufficient to show that (ݔ)ܨ is concave, because (ݔ)ܨ and ିܨଵ(ݔ) are 
increasing functions (Boyd and Vandenberghe [35]). 
Therefore, it is should be shown the second derivative 
of ீܩ஺௉(ݔ) is negative. But,  ீܩ஺௉ᇱᇱ (ݔ) = ߙ(ߙ)݈݊ − 1 ௖(ଵିி(௫))[݂ᇱ(x)[(1ߙ − ி(௫)ߙ(ܿ + ܿ]+ 1)ൣ(ߙ) ଶ݈݊(ݔ)݂ − ܿ)ଶߙி(௫) − ܿଶ൧] 

Therefore, ீܩ஺௉ᇱᇱ(ݔ) is negative if  ݂ᇱ(x)ൣ(1 − ி(௫)ߙ(ܿ + ܿ൧+ ଶ(ݔ)݂ (ߙ)݈݊ ൣ(1 − ܿ)ଶߙி(௫) − ܿଶ൧< 0 

or 

݂ᇱ(x)ൣ(1 − ி(௫)ߙ(ܿ + ܿ൧< ଶ(ݔ)݂− (ߙ)݈݊ ൣ(1 − ܿ)ଶߙி(௫) − ܿଶ൧ 
Therefore,  − ௙ᇲ(୶)௙(௫)మ > (ߙ)݈݊ [(ଵି௖)మఈಷ(ೣ)ି௖మ][(ଵି௖)ఈಷ(ೣ)ା௖] . But, ݈݊(ߙ) [(ଵି௖)మఈಷ(ೣ)ି௖మ][(ଵି௖)ఈಷ(ೣ)ା௖] > [ଵିଶ௖](ଵି௖)ఈା௖   Then .(ߙ)݈݊

[ଵିଶ௖](ଵି௖)ఈା௖ (ߙ)݈݊ < ᇱ(x)ܪ                                                                      
(20) 

Thus, ܩ஺௉(ݔ) is a concave function. Because ீܩ஺௉ିଵ is convex, then by (19) and (20) when  [1 (ݔ) − 1)(ߙ) ݈݊[2ܿ − ߙ(ܿ + ܿ < ᇱ(x)ܪ < ஺௉ିଵீܩ (ߙ) ݈݊ ܻ  ,is a convex function and then (ݔ)஺௉ܩ ≤௖ ܼ.  

The proof of (ii) is similar. 

 

Data Analysis 
In this section, the performance of GAPTW 

distribution is considered by applying real data sets. The 
model parameters are estimated using the MLE. The 
well-known goodness-of-fit criteria Akaike information 
criterion (AIC) and Kolmogorov-Smirnov (K-S) are 
also used to compare the models. In general, small 
values of AIC statistics and a large p-value of K-S 
indicate a good model fit for the data. For the sake of 
visual comparison, the plots of the pdfs and cdfs of the 
fitted distributions are presented in Figure 3. The 
regarded computations were carried out in the R and 
MATHLAB software. The data set illustrates the 
strength of the Alumina (Al2O3) material, which can be 
found in Nadarajah and Kotz [36]. We applied to sub-
models of the proposed G-family based on the bounded 
distribution: GB(EW), KUW, and APTW distributions 
then with three other well-known competing 
distributions. The Weibull is the baseline distribution of 
all six G-family models. Therefore, we can identify the 
effect of the proposed method on the popular three G-
families. The distribution functions of the competing 
models are: 

•Beta-Weibull or Exponentiated Weibull (EW), 
Mudholkar et al. [37]  (ݔ)ܩ = (1 − ݁ିఒ௫ം)ఈ, ,ݔ ,ߙ ,ߣ ߛ > 0 

•Kumaraswamy Weibull (Ku-W), Cordeiro et al. 
(ݔ)ܩ  [23] = 1 − (1 − (1 − ݁ିఒ௫ം)ఈ)ఉ, ,ݔ ,ߙ ,ߚ ,ߣ ߛ > 0 

•Alpha power transformed Weibull (APTW), Dey et 
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Application: Kidney Infection Data 
The kidney infection data, which firstly was applied 

by McGilchrist and Aisbett [28] is related to the 
recurrence time to infection at the point of insertion of 
the catheter for 38 kidney patients using portable 
dialysis equipment. For each patient, first and second 
recurrence times (in days) of infection from the time of 
insertion of the catheter until it has to be removed owing 
to infection are recorded. The data includes censoring 
because the catheter may have to be removed for 
reasons other than kidney infection. 

We consider only the first recurrence time with risk 
variables: age, sex (1 = male, 2 = female), censored 
indicator (1 = infection occurs, 0 = censored) and 
disease types which are coded as 0 = GN, 1 = AN, 2 = 
PKD and 3 = others. After the occurrence or censoring 
of the first infection, sufficient time (10 weeks interval) 
was allowed for the infection to be cured before the 
second time the catheter was inserted. Thus, the first 
and second recurrence times can be considered 
independent.  

Firstly, the models based on Weibull distribution: 
GAPTW, APTW, GEW, EW, GKuW, and KuW are 
fitted for the first recurrence time to infection at the 
point of insertion of the catheter to identify the best 
distribution in modeling the data. Table 2 reports the 

result of fitting the comparative models. As can see, 
applying the new method improves the models fitting 
effectively for all models: APTW, EW, and KuW, and 
the best model is produced by the GAPTW. 

A censored regression model based on the best 
distribution (GAPTW) is applied to the data to identify 
the risk factors that affect the hazard rate of the first 
recurrence time to infection and the results of the fitting 
censoring regression. Comparing the goodness statistic 
AIC for the GAPTW model in Tables 2 and 3 shows 
that explanatory variables improve the model fitting. 
Table 3 indicates that the explanatory variable age 
affects the recurrence time negatively. We also found 
that a lower infection rate for female patients. 
Moreover, disease types AN, PKD, and others have less 
infection rate than that of the GN type of the disease. 
 
Simulation 

In this section, we study the performance of the 
maximum likelihood estimators (MLE) for the GAPTW 
distributions with different sample sizes n = 50, 100, 
200, 500, 1000, and 2000. We simulate 10000 samples 
for each sample size with two sets of parameters 
combinations; Data Set (1): ܿ = ߙ ,0.2 = ߣ ,0.2 = ߛ ,1.3 = 1.3 and Data Set (2): ܿ = ߙ ,0.04 = ߣ ,0.04 = ߛ ,2.4 = 3.5 for GAPTW  distribution. The simulation study 
was conducted with R-software. Furthermore, various 

Table  1.  The MLEs and the goodness of fit statistics for the Alumina (Al2O3) material data. 
Model Parameters Estimates Statistics ߙො ߚመ መߣ  ܭ ܥܫܣ ̂ܿ ොߛ −  0.59 348.10 0 0.657 0.009 2.301 1.633 ࢃࢁࡷ 0.0552 344.163 0.272 4.444 0.0037 3.044 0.3865 ࢃࢁࡷࡳ 0.082 347.92 0 3.620 0.007 - 4.867 ࢃࡱ 0.0552 342.1986 0.702 4.1118 0.0028 - 8.05 ࢃࡱࡳ 0.144 347.21 0 3.931 0.003 - 4.958 ࢃࢀࡼ࡭ 0.0553 342.684 0.31084 3.95735 0.00379 - 0.00013 ࢃࢀࡼ࡭ࡳ ܵ

 

 
Table  2.  The MLEs and the goodness statistic for the kidney infection data. 

Model Parameters Estimates (SD in parenthesis) Statistics ߙො ߚመ መߣ   0.000199 ࢃࢀࡼ࡭ࡳ  ܥܫܣ ̂ܿ ොߛ
(0.001045) 

- 0.001539 
(0.001189) 

1.1748 
(0.2079) 

0.06258 
(0.03926) 

 0.5570 ࢃࢀࡼ࡭ 308.1
(0.0617) 

- 0.006672 
(0.001075) 

0.9987 
(0.1207) 

 0.4923 ࢃࡱࡳ 311.0 0
(0.1575) 

- 0.000424 
(0.000426) 

1.4271 
(0.1669) 

0.000056 
(0.000310) 

 ࢃ࢛ࡷࡳ ࢃࡱ 311.5
 

1.0986 
(0.4284) 

- 0.01446 
(0.01428) 

0.8773 
(0.1569) 

0 313.7 

3.2030 
(1.9966) 

0.8541 
(0.3486) 

0.001507 
(0.001082) 

1.0642 
(0.1688) 

0.9987 
(0.01081) 

 1.6735 ࢃ࢛ࡷ 311.5
0.6580) 

2.2881 
(1.0273) 

0.02569 
(0.02285) 

0.7018 
(0.1409) 

0 313.9 
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criteria such as the bias of the estimators (i.e.   (ߠ)ݏܽ݅ܤ = ଵ௡ ∑ ௜ߠ] − ෡௡௜ୀଵ[ߠ ) and the mean square errors 
(MSEs) of the estimators of the parameters (i.e. (ߠ)ܧܵܯ = ଵ௡ ∑ ௜ߠ] − ෡[ߠ ଶ௡௜ୀଵ ) are obtained which are 
reported in Table 4.  

Table 4 indicates that the MSEs of parameters 
decrease as the sample size increases. Furthermore, the 
results in Table 4 show that the parameters estimates are 
quite stable; More importantly, the values of the 
estimates are close to the true values for these sample 
sizes. Thus, the MLE of the model parameters performs 
well for the GAPTW distribution.  
Comparison of the new G-Families of Distributions 

The performance of the proposed method to generate 

more flexible new G-families than existing G-families 
of distributions is done using a simulation was studied. 
To identify the flexibility of GAPTW GKuW,  GEW 
compare to APTW, KuW, and EW respectively, we 
generated six samples with size 20000 from 
comparative GAPTW, APTW, GKuW, KuW, GEW, 
and EW distributions. The results of fitting models to 
different data sets are presented in Table 5. As it can be 
seen, the GAPTW, GKuW,  GEW in comparison to 
APTW, KuW, and EW respectively, give better results. 
 
Conclusion 

In this paper, a method to generate new families of 
the models was introduced. We show that the novel 
method generates a large number of new models as well 

Table  3.  The MLEs of the Regression model for the kidney infection data. 
Variables Categories Parameter (SD) 
Constant  -8.3395 (0.9130) 
Age  -0.00899 (0.007187) 
Sex Male (reference) 

Female 
- 

-0.5477(0.5134) 
Disease type 
 

GN (reference) 
AN 

PKD 
Others 

- 
-0.6644 (0.5817) 
-2.0536 (0.7820) 
 ࢻ (0.5539) 0.1796-

c 
 1E-8 (1E-14) 

 (0.1849) 1.8395  ࣅ (0.01068) 0.03298
AIC  302.3 

 
Table 4. Bias and MSEs (in prentice) of estimators for the GAPTW distribution. 

n Data Set 1 Data Set 2 
 ොߛ መߣ ොߙ ̂ܿ ොߛ መߣ ොߙ ̂ܿ 

50  -0.0640  
(0.0281) 

-0.1655  
(0.0397) 

-0.0657  
(0.3718)  

0.2343  
(0.1497) 

0.0284 
(0.0133) 

-0.0120 
(0.0096) 

1.0940 
(7.2498) 

0.3139 
(0.3588) 

100  -0.0255  
(0.0380) 

-0.1355  
(0.0411) 

-0.0086  
(0.3028)  

0.1244  
(0.0737)  

0.0276 
(0.0134) 

0.0017 
(0.0130) 

0.5744 
(3.3836) 

0.1683 
(0.1396) 

200 -0.0010  
(0.0498) 

-0.0946  
(0.0423) 

0.0013  
(0.2119) 

0.0659 
(0.0384) 

0.0160 
(0.0085) 

0.0112 
(0.0127) 

0.2705 
(1.7136) 

0.0863 
(0.0624) 

500 0.0017  
(0.0499) 

-0.0219  
(0.0490) 

0.0047  
(0.0951) 

0.0310  
(0.0157) 

0.0018 
(0.0019) 

0.0101 
(0.0063) 

0.0932 
(0.6852) 

0.0362 
(0.0224) 

1000 -0.0188  
(0.0354) 

0.0201  
(0.0529) 

0.0002  
(0.0409) 

0.0198  
(0.0072) 

0.0012 -  
(0.0011) 

0.0072 
(0.0026) 

0.0543 
(0.3320) 

0.0173 
(0.0109) 

2000 -0.0392  
(0.0207) 

0.0452  
(0.0497) 

-0.0016  
(0.0179) 

0.0117  
(0.0033) 

-0.0025 
(0.0006) 

0.0052  
(0.0011) 

0.0274 
(0.1565) 

0.0079 
(0.0057) 

 

 
Table 5. -Log-likelihood of the GAPTW, APTW, GKuW, KuW, GEW, and EW. 

 Fitted Distributions 
 GAPTW APTW GKuW KuW GEW EW 

 
 
Generated 
Distributions 

 
 

GAPTW 28088.24 28216.04     
APTW 29492.27 29492.36     
GKuW   29743.53 30000.46   
KuW   21008.71 21009.07   
GEW     28065.83 28409.95 
EW     21230.24 21130.24 
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as existing models as special cases. Besides, some 
properties of the new member of the family, the GAP 
model, were considered and some of the main stochastic 
orders are applied to compare the GAP and AP models. 
We found that the likelihood ratio order between GAP 
and AP models depends on the parameter value of ߙ 
however, the convex transform order depends on the 
value of parameters ߙ and ܿ. The properties and the 
estimation of the parameters of the new family of 
models were also presented and, the real data set was 
applied in order to illustrate the flexibility of the new 
method. The results showed that the new model is a 
suitable model to fit data sets with various kinds of 
shapes. The results in Table 1 show that using the 
proposed method considerably improves the fitness of 
any G-family model. In fit the compatible models to the 
kidney infection data,  the GAPTW produces the best 
model, and in fitting the GAPTW regression model, we 
found that sex and type of disease (PKD) affect 
significantly the recurrence times of the kidney 
infection. 
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